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1. Поколения архитектур компьютеров и парадигмы программирования.

Архитектурные особенности современных микропроцессоров.

1. Технологии Интел для высокопроизводительных вычислений.
2. Стратегия развития процессоров архитектуры POWER.
3. Программно-аппаратная архитектура суперкомпьютеров Ломоносов и Blue Gene/P.
4. Последовательная и параллельная сложность алгоритмов, информационный граф и ресурс параллелизма алгоритмов.
5. Организация параллельных вычислений с использованием технологии передачи сообщений MPI. Основные группы функций MPI. Обработка ошибок в MPI.
6. Функции двухточечных передач данных в MPI. Способы организации неблокирующих передач.
7. Организация коллективных передач данных в MPI: назначение, основные функции.
8. Понятие о виртуальной топологии процессов в MPI. Функции MPI для работы с виртуальными топологиями. Использование виртуальных топологий для реализации сеточных задач.
9. Задача Дирихле для уравнения Пуассона в прямоугольнике, разностная аппроксимация задачи на прямоугольной неравномерной сетке.
10. Метод скорейшего спуска и метод сопряженных градиентов для разностной задачи Дирихле.
11. Одномерное и двумерное разбиение прямоугольной сетки на домены. Сравнение методов разбиения. Алгоритм определения размеров домена.
12. Суперкомпьютерное моделирование турбулентных течений.
13. Использование суперкомпьютеров для решения задач молекулярного моделирования.
14. Архитектурные особенности графических процессоров, направленные на массивно-параллельные вычисления. Особенности работы с памятью графического процессора.
15. Методы эффективной организации параллельных вычислений на графических процессорах.
16. Тензорные методы представления многомерных массивов.
17. Принцип интерференции в квантовой механике.
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